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Abstract: HIV status disclosure is associated with increased social support and protective behaviors against HIV transmission. Yet disclosure poses significant challenges in the face of persistent societal stigma. Few interventions focus on decision-making, self-efficacy, and communication skills to support disclosing HIV status to an intimate partner. Virtual reality (VR) and artificial intelligence (AI) technologies offer powerful tools to address this gap. Informed by Social Cognitive Theory, we created the Tough Talks VR program for HIV-positive young men who have sex with men (YMSM) to practice status disclosure safely and confidentially. Fifty-eight YMSM (ages 18 – 30, 88% HIV-positive) contributed 132 disclosure dialogues to develop the prototype through focus groups, usability testing, and a technical pilot. The prototype includes three disclosure scenarios (neutral, sympathetic, and negative response) and a database of 125 virtual character utterances. Participants select a VR scenario and realistic virtual character with whom to practice. In a pilot test of the fully automated neutral response scenario, the AI system responded appropriately to 71% of participant utterances. Most pilot study participants agreed Tough Talks was easy to use (9/11) and that they would like to use the system frequently (9/11). Tough Talks demonstrates that VR can be used to practice HIV status disclosure and lessons learned from program development offer insights for the use of AI systems for other areas of health and education.
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Introduction

In 2014, 67% of all new HIV diagnoses in the United States (US) were among men who have sex with men (MSM), with young MSM (YMSM), ages 13 to 34, facing the highest rates of new infections (U.S. Centers for Disease Control and Prevention, 2015). Among MSM, HIV status disclosure may facilitate lower sexual risk behaviors and greater medication adherence (Hightow-Weidman et al., 2013; Morin et al., 2005; Stirratt et al., 2006) thus contributing to reduced HIV transmission (O’Connell, Reed, & Serovich, 2015; Pinkerton, Holtgrave, & Galletly, 2008). Yet disclosing a positive serostatus poses challenges for many YMSM living with HIV and is complicated by a range of factors – most prominently stigma, discrimination, and confidentiality concerns (J. Bird, Eversman, & Voisin, 2017; Overstreet, Earnshaw, Kalichman, & Quinn, 2013; Przybyla et al., 2013; Ronn, White, Hughes, & Ward, 2014; Serovich & Mosack, 2003); indeed, half or less report disclosing to steady partners or other sexual partners (Cook, Valera, & Wilson, 2015; Grov, Rendina, Moody, Ventuneac, &
Youth living with HIV face additional barriers to disclosure including fear of rejection and lack of communication skills for disclosing (Thoth, Tucker, Leahy, & Stewart, 2014). For HIV-positive MSM, condomless sex with non-disclosure is associated with worse HIV medication adherence, less viral suppression, lower self-efficacy to disclose, and less frequent use of risk-reduction communication (Kalichman, Kalichman, Cherry, & Grebler, 2016).

Despite the importance and difficulty of HIV status disclosure, interventions for MSM are limited and those tailored for racial and ethnic minority YMSM are nonexistent (Conserve, Groves, & Maman, 2015). Thus while public health messaging and health care providers increasingly promote HIV status disclosure (Persson & Richards, 2008; U. S. Centers for Disease Control and Prevention, 2014), there is limited recognition in this messaging of the challenges inherent in disclosure and minimal resources to support YMSM in disclosure decision making and execution.

A small number of HIV status disclosure interventions for MSM have employed electronic health delivery platforms (eHealth) with mixed success to provide education and tailored feedback, foster self-awareness of sexual-risk, and facilitate creating disclosure plans and practicing disclosure scenarios (Bachmann et al., 2013; Chiasson, Shaw, Humberstone, Hirshfield, & Hartel, 2009; Milam et al., 2016; Serovich, Reed, Grafsky, & Andrist, 2009). eHealth approaches may be particularly relevant for supporting disclosure because digital platforms are already broadly used by YMSM to find sexual partners and can facilitate communication about HIV status (Broaddus et al., 2015; Grov, Agyemang, Ventuneac, & Breslow, 2013). Two studies that used computer-based platforms to deliver tailored disclosure support messaging (Bachmann et al., 2013) and skills-building (Serovich et al., 2009) found no improvements in disclosure. In contrast, two studies – one utilizing a monthly internet self-report risk survey (Milam et al., 2016) and another using a brief video drama delivered online (Chiasson et al., 2009) found positive increases in HIV status disclosure. These mixed results from eHealth disclosure intervention designs are encouraging, however the complexities and challenges of HIV status disclosure for diverse YMSM suggest that additional digital approaches should be explored.

Virtual reality (VR) technologies may be uniquely able to create highly engaging, effective disclosure interventions. VR offers users a safe space to learn and practice problem-solving in realistic, “low-stakes” environments and subsequently apply these skills in real life (Durlach & Mavor, 1995; Huang, Rauch, & Liaw, 2010; Riva et al., 2007). Learning is enhanced by eliciting emotions and invoking affective experiences through interaction with VR program contents. Public health based VR interventions have achieved behavioral changes in areas ranging from post-traumatic stress disorder therapy, to obesity, diet, and diabetes (Ahn, 2015; Morie, Antonisse, Bouchard, & Chance, 2009; Morie & Chance, 2011). While there are no published VR interventions for HIV status disclosure, an online randomized controlled trial among HIV-negative MSM, ages 18 to 24, demonstrated that interactive virtual environments could significantly reduce sexual shame and subsequent sexual risk behaviors (Christensen et al., 2013). Given evidence of the links between shame, disclosure self-efficacy and HIV status disclosure, we theorized that VR scenarios could be used to improve HIV status disclosure self-efficacy and develop and practice disclosure-relevant skills (e.g. sexual communication, disclosure cost-benefit decision making, and emotional regulation and coping). In this paper, we describe the development and pilot testing of an innovative VR intervention – Tough
Talks – that supports serostatus disclosure skills-building and decision-making among YMSM living with HIV.

Developing the Tough Talks Virtual Reality Intervention

Tough Talks was created through a collaboration of the University of North Carolina at Chapel Hill (UNC), the University of Southern California Institute for Creative Technologies (USC-ICT), and Virtually Better Inc. (VBI). This multidisciplinary team included experts in HIV prevention and care, clinical psychology, behavior modification, modeling, simulation, computer science, natural language processing (NLP), VR animation, 3D character modeling, automation technology paradigms, and product development.

Drawing on Social Cognitive Theory (SCT), the program aims to increase self-efficacy for serostatus disclosure through mastery experiences in realistic virtual settings (Bandura, 2011). Individual behavior is uniquely determined through the interaction and mutual influences of behavior, personal/cognitive factors, and environmental influences; behavioral modeling, guided practice, and feedback on performance are expected to result in increased self-efficacy to perform specified behaviors (Bandura, 1986, 2011). SCT posits that people learn through their own experiences as well as by observing the actions of others and the results of those actions. This focus on appraisal and skills building acknowledges that disclosure is typically a selective process that occurs at multiple time points over the course of living with HIV (Chaudoir, Fisher, & Simoni, 2011; Dima, Stutterheim, Lyimo, & de Bruin, 2014). Prior studies on SCT and HIV disclosure have found that low self-efficacy was associated with less disclosure (Abler et al., 2015; Chaudoir et al., 2011; Li, Chen, & Yu, 2016; Serovich, Laschober, Brown, & Kimberly, 2017). Performance accomplishment, or learning through personal experience, is a major source of self-efficacy. Role playing, which can be viewed as a type of performance accomplishment, has been shown to increase self-efficacy (Mausbach, Semple, Strathdee, Zians, & Patterson, 2007). Outcome expectations are crucial for disclosure (Li et al., 2016; Serovich et al., 2017); past experiences impact current disclosure behaviors (Chaudoir et al., 2011). Given the complex social contexts of stigma and potential implications of disclosure in one’s life, we sought to create a program that would provide YMSM opportunities to practice disclosing in a safe and confidential environment using a variety of strategies and experiences of different disclosure outcomes and partner responses including acceptance, confusion, lack of HIV knowledge, and rejection.

Informed by SCT, Tough Talks utilizes the technologies of VR and NLP to guide participants through HIV status disclosure conversations. We used an iterative development process to create the first prototype of the Tough Talks program through three phases:

**Phase 1:** focus groups for developing program requirements and initial development of NLP;

**Phase 2:** iterative development including three rounds of one-on-one usability testing to refine the Tough Talks program and train the automated artificial intelligence (AI) system; and

**Phase 3:** pilot-testing to evaluate the program’s performance and acceptability.
Each of these three phases is described in more detail below. In between the phases, we summarize program developments that resulted from findings in the prior phase. Table 1 provides an overview of the entire development process, including the research methods used, sample sizes, program components, and study outcomes. Additional details about the software tools used to build Tough Talks are provided in a Technical Appendix.
Table 1. Tough Talks HIV status disclosure virtual reality program development and research methods

<table>
<thead>
<tr>
<th>Study Phase:</th>
<th>Phase 1: Formative Research</th>
<th>Phase 2: Iterative Development and Usability Testing</th>
<th>Phase 3: Pilot Trial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data Collection Methods:</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Focus groups that included</td>
<td>Usability sessions with initial program, semi-structured user-experience interview, pre-post surveys</td>
<td>Pilot testing with refined program, semi-structured user experience interviews, pre-post surveys</td>
</tr>
<tr>
<td></td>
<td>in-person disclosure role plays and assessment of visual program assets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Participants: (n=58)</td>
<td>4 focus groups (7 HIV-negative MSM; 8 HIV-positive MSM)</td>
<td>15 HIV-positive MSM</td>
<td>11 HIV-positive MSM</td>
</tr>
<tr>
<td>Total Disclosure dialogues: (n=132)</td>
<td>6 in-person disclosure role play dialogues</td>
<td>44 program disclosure dialogues</td>
<td>32 program disclosure dialogues</td>
</tr>
</tbody>
</table>
| Program visuals: virtual character, disclosure settings, virtual disclosure coach | - Sample photographs  
- Visual mock-ups of disclosure settings and program design  
- Sample virtual character designs | - Virtual character build (nonspeaking, immobile, neutral pose, refined details and features of face, skin, clothing)  
- Rig build (controls for facial expressions and lip sync) | Coach feature programmed (speech bubbles with audio and verbal cues for end user)  
Refined all built features for smooth integration with AI and NLP engines |
| Natural language processing: artificial intelligence | Initial virtual character utterance database (n=156 utterances) | - All virtual character responses manually selected or typed by clinician wizard  
- Refined virtual character utterance database (n=114 utterances) | - Neutral disclosure scenario: Virtual character responses fully automated using AI  
- Positive/negative disclosure scenarios: Program suggests virtual character responses, wizard agrees or overrides  
- Employed finalized virtual character utterance database (n=125 utterances) |
Study participants (all phases)

Participants were recruited through word of mouth and advertisements at sites (e.g., three high volume HIV clinics, local college campuses) in Raleigh, Durham, Charlotte, and Chapel Hill, North Carolina. Participants were also recruited via banner ads and targeted messages on Craigslist, Facebook, and Grindr. In Phase 1 (focus groups) eligible participants were ages 18-30, assigned male sex at birth and identified as male, reported engaging in anal sex with a male partner within the past 12 months, and English-speaking. Phases 2 (usability testing) and 3 (pilot trial) included the same eligibility criteria for Phase 1 as well as self-reported, behaviorally acquired HIV-positive status.

Interested individuals were screened for eligibility by phone. Those who were eligible were scheduled for an in-person session (focus group, usability session, or pilot-test session) at one of four study venues based on their location and preference. Study staff conducted individual informed consent procedures in-person prior to enrollment. Additional phase-specific methods and analysis procedures are described below under their respective study phase. This study was approved by the Institutional Review Board at UNC.

Phase 1: Focus groups for initial program requirements and development

**Phase 1 Methods**

Phase 1 aimed to develop the components and content of the VR program that reflected true-to-life YMSM's HIV status disclosure experiences. We conducted four 90-minute focus groups with HIV-positive (two groups) and HIV-negative or status unknown (two groups) YMSM. Focus groups were conducted in two cities in private rooms within an MSM-focused community based service organization and a community based clinical research study office. Each participant first completed a brief sociodemographic survey. Focus groups were then facilitated by the first author and a trained research assistant both of whom have experience working with YMSM living with HIV (Muessig, Baltierra, Pike, LeGrand, & Hightow-Weidman, 2014; Muessig et al., 2017; Muessig et al., 2013). A semi-structured focus group guide included prompts related to past HIV status disclosure experiences, strategies, barriers, and facilitators. Participants also worked in pairs to write and perform intimate partner HIV status disclosure dialogues. To inform virtual character development, YMSM rated attractiveness of potential partners in photographs and discussed the realism of sample virtual characters. Participants were also asked to evaluate images (photographic and VR) of disclosure conversation locations (e.g., park, bar, café, car, home). Lastly, participants discussed the desired functionality of a virtual program coach - a feature that would guide participants through the intervention. Focus groups were digitally recorded and audio recordings were professionally transcribed verbatim (verbalink.com).

**Phase 1 Analysis**

Data gathered in Phase I were used to build the initial Tough Talks system. Transcripts were inductively analyzed by the UNC team (KK, KM, WD, DC) using Dedoose (Version 7.1). A codebook was developed including *a priori* and emergent themes to categorize types of disclosure experiences, strategies for managing disclosure situations, types of reactions to disclosure, and specific language used in disclosure conversations. A database of possible conversation phrases (utterance database) was built that the program’s virtual characters used.
to ask questions, respond, and converse with participants. To build the initial utterance database, participant disclosure conversations from the focus group disclosure role play activity and discussions were coded and abstracted verbatim into an Excel spreadsheet. We then expanded the utterance database by adding variations of each utterance and creating new utterances to ensure all focus group themes were captured (e.g., theme: partner’s fear of infection; added utterance: “Could I have it too?”). Utterances were developmentally specific, content-appropriate for youth, and culturally sensitive to a variety of racial and ethnic backgrounds and sexual identities. To facilitate the development of the AI program, utterances were designed to convey one thought at a time and limited to 80 characters long, including spaces.

Phase 1 Results
Analyses from Phase 1 resulted in the selection and development of three virtual characters as potential disclosure partners (Figure 1.A) and two settings in which to practice disclosing (Figure 1.B). At the close of Phase 1, the utterance database included 156 virtual character utterances. We created an initial disclosure dialogue policy for these utterances that categorized each utterance by conversation stage (e.g., initiation, pre-disclosure, disclosure, post-disclosure, small talk) and nature (e.g., conversation prompt: “So what did you want to talk about?”; clarification: “What do you mean by that?”). The virtual character utterances covered a range of disclosure reactions identified in the focus groups (e.g., anger, fear, rejection, blame, ignorance, curiosity, confusion, support, concern, sympathy, empathy, acceptance, love). Given time and budget constraints, we focused on developing the three disclosure scenarios that reflected the most common types of disclosure experiences shared in the focus groups for partner type (unexposed primary partner, potentially exposed primary partner post-condomless anal intercourse, and potentially exposed casual partner post-condomless anal intercourse) and partner reaction (e.g., neutral, sympathetic, negative) (Table 2). We included rules in the initial disclosure dialogue policy to guide how utterances could be used within each disclosure scenario. For example, the utterance “I can’t believe you’re telling me this now.” is only applied in the negative partner reaction scenario.

Initial System Development
Following the results of Phase 1, we created an initial clinician-operated version of the VR system. Using a laptop, participants selected from among three virtual characters and two virtual environments. In Phase 1, interaction with the virtual character was text-based. In this version of the system, a study staff member acting as the “Wizard of Oz” (Dahlback, Jonsson, & Ahrenberg, 1993) (wizard) controlled the virtual character’s responses via an iPad in order to test whether the set of virtual character utterances and disclosure dialogue policy were sufficient to engage the participant and simulate a realistic disclosure dialogue. During the conversation, the wizard could also create new lines of dialogue if no appropriate pre-programmed utterance existed (Figure 1.C). Disclosure dialogues were captured by the system’s database and subsequently used to refine the utterance database and develop the automated component of the program (Phase 2). These dialogues were also used to “train” the program how to replicate the natural flow of a disclosure dialogue and appropriately respond to new inputs from participants (Artstein, Gandhe, Leuski, & Traum, 2008; Leuski & Traum, 2008, 2010, 2011).
The initial version of the system was fully manual (wizard operated). As the wizard refined the set of utterances used, a first version of an automated system was created. We employed a selective approach to creating automated virtual character responses whereby the system selects from a pre-programmed set of available utterances (the utterance database described above). The system uses a model for selecting utterances that it learns from the wizard’s responses. The program’s automated selection was then provided to the wizard as a suggested choice, which the wizard could accept (if appropriate for the context of the discussion) or reject and opt to manually choose a more appropriate response. Both the participant and the virtual character were able to “initiate” and “respond” to conversations. In subsequent iterative versions of the system, we implemented policies that constrained some utterances to the proper conversation stage of the dialogue. For example, we constrained utterances coded as reactions to a disclosure statements (e.g., “Could I have it too?”) to the post-disclosure stage of the dialogue. This version of the program was subjected to additional rounds of usability testing and iterative refining as described below in Phase 2.

**Figure 1. Screenshots of Tough Talks Virtual Reality Program**

a. Virtual characters
b. Virtual disclosure settings

![Image of park and bar settings]

Figure 1 images depict program screenshots: virtual characters chosen as potential disclosure partners (a), settings chosen to practice disclosing (b), and the wizard interface in which new lines of dialogue could be written (c).
Phase 2: Usability testing to refine the Tough Talks program and train the automated artificial intelligence (AI) system

Phase 2 had the overall goal of specifying and refining the Tough Talks system, including several important sub-goals. These included:

- narrowing down an essential set of utterances used by the virtual character for voice actor recording and virtual character animation;
- developing a specific policy for how to use the virtual character utterances to carry on a conversation and program this policy to be automated by the AI system;
- evaluating the acceptability and utility of the disclosure dialogues to the participant;
- providing training data and an opportunity to refine the initial AI system; and
- evaluating the performance of the initial AI system and improved system versions.

Details about the technical development of the program features are provided in Technical Appendix A. In this section, we focus on how we engaged participants in the process of evaluating the program, including how we used participants’ practice disclosure dialogues to refine the utterance database.

Phase 2 Methods
An iterative development process was applied across three rounds of usability testing (Dumas & Redish, 1999) with YMSM living with HIV. Participants were recruited, screened, and enrolled following the procedures described in Phase 1. Two study team members conducted usability sessions in private rooms at community- and clinic-based study sites in four North Carolina cities. Each session lasted 60 to 90 minutes. Participants completed a pre-usability survey including demographics, disclosure experience (ever disclosed to a sexual partner; anal or vaginal sex without disclosure in past 12 months), use of technology, and VR experience (“Do you have any Virtual Reality experience? This can be through online virtual worlds, games, etc.”). Following use of the program, participants completed a semi-structured interview and a post-usability survey to rate the program on visual appeal, acceptability, ease of use, and user experience.

Each participant completed three practice disclosure dialogues. The first 15 participants used the manual system while the remaining 17 participants used both the manual system and the partially and fully animated versions of the program (Table 1). For each usability visit, the participant sat in one room using the program on a laptop while a study team member (interviewer) provided initial directions for use. The interviewer guided the participant through the program set-up choosing a virtual character partner and a disclosure setting (Figures 1.A and 1.B). The interviewer then prompted the participant with either Disclosure Scenario 1 (where the character has a neutral response to the participant) or Scenario 2 (where the character’s reaction is sympathetic) (Table 2). A second study team member (wizard) sat in a different room using an iPad tablet to either fully select the virtual character’s responses (manual version, Phase 2: Round 1) or ensure that the AI system’s selected response was appropriate (partially automated version, Phase 2: Rounds 2 and 3). When there was no
appropriate utterance available within the database, the wizard typed a suitable response for the virtual character to deliver (Phase 2: Rounds 1 and 2).

After completing Scenarios 1 and 2, participants were given the option to complete a third dialogue (Scenario 3) with a virtual character that would respond negatively. The flow of the conversations within all three disclosure scenarios was similar. Conversations opened with small talk, led into disclosure and the post-disclosure reaction, and then concluded with addressing the future of the relationship or next steps. Due to the potential emotional impact of receiving a negative reaction when disclosing HIV status, study staff observed participants for any signs of distress during and after using the program. Only one disclosure dialogue was discontinued early due to participant reactivity. All practice disclosure dialogues were captured by the Tough Talks program as text-based output files and were used for further training the AI system, as described below.

Between each disclosure scenario dialogue and at the end of all three dialogues, participants were interviewed using a brief semi-structured guide to evaluate their experience using the program. In these interviews, participants were asked to assess the relevance and accuracy of the conversations as compared to their prior disclosure experiences (or anticipated experiences), emotional impact of using the program, how and where they could see themselves using the program, perceived usefulness of the program, and suggestions for improvements. Usability interview sessions were audio-recorded and professionally transcribed (verbalink.com).

**Phase 2 Analysis**
Usability session interview transcripts and disclosure dialogue transcripts were analyzed using the same process described in Phase 1. Analysis themes focused on the goal of refining the content of the disclosure scenarios, the virtual character’s reaction to participants’ disclosures, and the virtual character’s language and tone. Additional analysis themes focused on how the intervention was delivered including the reliability of the program producing intelligible disclosure dialogues and ease of program use.

Usability session notes, screen shots, and technical problems with the program were compiled during each usability session and sent to the technology partners for resolution. Bi-weekly analysis calls were held among the three partner organizations to discuss these notes and incorporate findings from usability testing into further refinement of the program. Microsoft Excel (Microsoft Office, 2016) was used to calculate descriptive statistics for participant survey data.

**Phase 2 Results**
Thirty-two HIV-positive YMSM (mean age 25, 78.1% Black/African American) completed 94 total practice disclosure scenario dialogues (each lasting between 5 and 15 minutes). Participants’ demographics and selected disclosure-related characteristics are presented in Table 3, Phase 2 column.

Most participants “agreed” or “strongly agreed” that Tough Talks was visually appealing, interesting and easy to use (Table 4). All participants “agreed” or “strongly agreed” that the program could help them have conversations around disclosing their HIV status.
Results from the usability sessions were incorporated into further refinement of the system to improve acceptability and functionality before the pilot trial (Phase 3). By the end of Phase 2, the study team had finalized the utterance database, sound recording and animation of all virtual character utterances, disclosure scenarios (Table 2, Column A), rules for the virtual characters’ reactions to disclosure (Table 2, Column B), and the full AI automation of the virtual characters’ responses for the neutral disclosure scenario.

### Table 2. Tough Talks program disclosure scenarios with virtual character reaction

<table>
<thead>
<tr>
<th>Scenario</th>
<th>A: Disclosure scenario description</th>
<th>B: Virtual character reaction</th>
<th>C: Sample virtual character utterance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Participant has been seeing the virtual character for six weeks. They have not had sex yet, but the relationship seems to be going there and the participant wants to disclose their HIV-positive status.</td>
<td>Neutral: responses are neither strongly positive nor strongly negative. Character expresses curiosity and uncertainty.</td>
<td>“I need time to think about everything.”&lt;br&gt;“Do I need to get tested?”</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Participant has been dating the virtual character seriously for six months and they have been having condomless sex. The participant gets tested and finds out they are HIV positive and wants to tell their partner.</td>
<td>Sympathetic: responses are generally positive. Character expresses some concern for his own potential risk, but is ultimately sympathetic, wants to provide support, and is invested in the relationship.</td>
<td>“I’m just grateful you’re telling me now.”&lt;br&gt;“We can get through this together.”</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Participant has met the virtual character through an online hookup app and they have been having condomless sex for a few weeks. The participant finds out they are HIV positive and decides to tell this partner.</td>
<td>Negative: responses are negative and confrontational. Character expresses disinterest in relationship and anger for being put at risk.</td>
<td>“I can’t believe you’re telling me this.”&lt;br&gt;“Why didn’t you tell me this before!”</td>
</tr>
</tbody>
</table>

**Refinement of the natural language processing (NLP) system**

As described in Technical Appendix A, the NLP system chooses the virtual character utterance in the fully automated system and makes suggestions for the semi-automated wizard-driven system. We used Phase 2 data to improve system performance to create the final version of the system that was used for the pilot study (Phase 3). The data from the last 26 usability test disclosure scenario dialogues in Phase 2 was withheld to use as a test set while the remaining data was used for more detailed linguistic analysis and improvement of the system.

### Table 3. Participant demographics and select characteristics, Phases 2 and 3

<table>
<thead>
<tr>
<th></th>
<th>Phase 2 Usability testing (n=32)</th>
<th>Phase 3 Pilot testing (n=11)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age mean (range)</strong></td>
<td>25 (18 – 29)</td>
<td>25 (20 – 28)</td>
</tr>
<tr>
<td><strong>Race/ethnicity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Black/African American</td>
<td>25</td>
<td>10</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Survey item</td>
<td>Mean score</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------------------------------------</td>
<td>------------</td>
<td></td>
</tr>
<tr>
<td>The program was interesting.</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>The program was visually appealing.</td>
<td>1.73</td>
<td></td>
</tr>
<tr>
<td>The program functions were easy to use.</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>My overall impression of the program was favorable.</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>The language in the program reflected language I might use or hear.</td>
<td>1.67</td>
<td></td>
</tr>
<tr>
<td>I felt comfortable interacting with the virtual character(s) in this program.</td>
<td>1.73</td>
<td></td>
</tr>
<tr>
<td>I found the virtual character I was talking to visually appealing.</td>
<td>1.83</td>
<td></td>
</tr>
<tr>
<td>The program layout and structure was easy to understand and navigate.</td>
<td>1.53</td>
<td></td>
</tr>
<tr>
<td>I felt comfortable talking about HIV in this setting. (The park)</td>
<td>1.53</td>
<td></td>
</tr>
<tr>
<td>I felt comfortable talking about HIV in this setting. (The bar)</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>This program could help me have conversations around HIV with another person.</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>I can see myself using something like this when it’s completed.</td>
<td>1.33</td>
<td></td>
</tr>
</tbody>
</table>

Averaged score on 5 point Likert scale reported, (1=strongly agree; 2=agree; 3=neither agree nor disagree; 4=disagree; 5=strongly disagree)

Table 5, shows that across all three disclosure scenarios, the program’s ability to select “acceptable” utterances increased with each subsequent program dialogue manager. We
annotated the training data using a coding scheme to indicate which virtual character utterances were direct responses to the participant versus the virtual character taking new initiative. We also identified utterances that referred to the overall context rather than the immediately prior utterance. For example, if a participant utterance was a simple answer, like “yes”, in order to ask a follow-up question, the virtual character would need to refer back to its previous question, not just the participant’s response to that question. Increased emphasis was placed on recognizing the disclosure event itself, since the new dialogue policy was very sensitive to this dialogue transition point. Incorporating these specifications led to a further increase in system performance, to an average of over 78% acceptable responses (range 71 – 84%, Table 5). Given resource constraints, a decision was made to focus subsequent program development for the automated prototype on the neutral disclosure dialogue scenario, which consistently had the highest AI performance, as shown in Table 5. This effort included tuning the dialogue policy to avoid repetition of system utterances, further improvement at recognizing disclosure events and taking dialogue initiative more often when the system did not understand a user utterance. In addition, the test data set of 26 dialogues was added to the final system used for the pilot (Phase 3).

Table 5. Iterative improvement of the Tough Talks AI system as applied to a test set of 26 participant dialogues from Phase 2 usability sessions

<table>
<thead>
<tr>
<th>Row</th>
<th>Disclosure Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>Neutral</strong></td>
</tr>
<tr>
<td>1</td>
<td>Average percentage of AI suggested virtual character utterances selected by wizard using original dialogue manager</td>
</tr>
<tr>
<td>2</td>
<td>Average percentage of AI suggested virtual character utterances coded as “acceptable” using refined dialogue manager including dialogue policy</td>
</tr>
<tr>
<td>3</td>
<td>Average percentage of AI suggested virtual character utterances coded as “acceptable” using further refined dialogue manager (re-annotation and disclosure analysis)</td>
</tr>
</tbody>
</table>

Phase 3: Pilot study to assess program performance, acceptability, and preliminary efficacy of the Tough Talks prototype

**Phase 3 Methods**

The aim of Phase 3 was to conduct a technical pilot of the developed Tough Talks intervention prototype to assess the program’s performance and its acceptability and preliminary efficacy at increasing HIV status disclosure self-efficacy among YMSM. Participants were recruited, screened for eligibility, and enrolled following the procedures described in Phases 1 and 2. Pilot-testing sessions were conducted using the same interview, survey and disclosure dialogue protocol as for Phase 2 with the following exceptions: 1) a fully automated version of the program was used for the neutral disclosure dialogue scenario such that the program operated without any wizard assistance; 2) the virtual character’s speech function was activated such that the participant could both hear the virtual character’s responses and see their typed responses on the screen; 3) participants completed the Self-
efficacy to Disclose HIV Status scale (6 items, five-point response scale from “definitely could disclose” to “definitely could not disclose”) (Parsons et al., 2005) pre- and post-intervention use and, 4) an adaptation of the Subjective Assessment of Speech System Interfaces (SASSI) scale was used to measure participant-rated acceptability and usability of the program (17 items, response categories on a five-point Likert scale of strongly agree to strongly disagree) (Hone & Graham, 2000). Each participant completed three or four program disclosure dialogues. As in Phase 2, disclosure dialogues were captured as output files by the Tough Talks’ program. Pilot sessions lasted 60 to 90 minutes each and were also audio-recorded and transcribed following the methods described in Phase 2 above.

Phase 3 Analysis

Participant survey: Descriptive statistics were calculated for participant demographics and disclosure behaviors. Mean response scores were calculated for each item on the SASSI scale and the Self-efficacy to Disclose HIV Status scale.

System performance: All disclosure dialogue output files were reviewed to evaluate the virtual character’s automated and suggested responses. For the sympathetic and negative scenarios, the percent of time in which the partially-automated AI system suggested the utterance chosen by the clinician wizard was calculated. For the neutral scenario, which used the fully automated AI system, utterances were evaluated by two members of the study staff on a scale from 0 (inappropriate) to 2 (appropriate), with the following meaning:

- Inappropriate (0): Response is problematic. The response does not make sense in context, such as asking for more, when the user was not saying anything, abruptly ending the dialogue, or asking the user a question that they have already answered;
- Not optimal but coherent (1): There is a better response utterance available. However, the response is not generally disruptive and allows the dialogue to continue, though perhaps not in the ideal direction.
- Appropriate (2): A quality response similar to what a wizard would have chosen and consistent with normal dialogue progression.

We also separately analyzed the performance of the system on correctly recognizing a disclosure event (e.g., “My HIV test was positive.”; “I was diagnosed with HIV two years ago.”) within each neutral disclosure dialogue. Discrepancies between evaluators were resolved by a third study team member.

Phase 3 Results

Demographics: The final automated program was tested with 11 new participants who completed a total of 32 program disclosure scenario dialogue sessions (mean age 25 years, 90.9% Black). Participant demographics and select characteristics are presented in Table 3, Phase 3 column.

Final system performance of semi-automated disclosure Scenarios 2 (sympathetic character response) and 3 (negative character response): Compared to the initial system from the Phase 2 usability, the intermediate AI system deployed in the Phase 3 pilot study improved its ability to suggest acceptable virtual character utterances for both the sympathetic and negative scenarios. Comparing Phase 2 to Phase 3, the number of program suggested utterances that the wizard
actually selected rose from 17% to 34% in the sympathetic scenario, and from 17% to 26% in the negative scenario.

**Final system performance of the fully automated disclosure Scenario 1 (neutral character response):** There were 15 dialogues completed with the fully automated AI system in the neutral scenario, yielding a total of 286 computer-generated virtual character responses. Following the rating system described above, 203 (71.0%) were annotated as 2 (appropriate), 68 (23.8%) as 1 (not optimal but coherent), and 15 (5.2%) as 0 (inappropriate). Compared to prior versions of the program, the final AI system for the neutral disclosure scenario showed significant improvements in selecting appropriate disclosure utterances (two-sample: \( t = 3.557, \text{df} = 570, p < 0.001 \)).

In all 15 neutral dialogues using the final AI system, the system was able to detect an HIV status disclosure by the participant. Only 3 of 15 dialogues (five utterances overall) included a disclosure-related inappropriate utterance.

Participant evaluation of Tough Talks: On average, the program received favorable or neutral responses for most categories on the SASSI scale (Table 6). Most (9/11) participants agreed or strongly agreed that the system was easy to use, that they would like to use the system frequently (9/11), and that most people would learn to use this system very quickly (11/11). Around half of participants thought the system was unpredictable (5/11) or did not always do what was expected (6/11).

We did not see any statistically significant changes in disclosure self-efficacy during the pilot trial (Table 7).

**Table 6. Subjective Assessment of Speech System Interfaces (SASSI) for Tough Talks program among 11 HIV-infected MSM, age 18-30**

<table>
<thead>
<tr>
<th>Survey item</th>
<th>Mean score</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use this system frequently.</td>
<td>2.27</td>
</tr>
<tr>
<td>I found the system unnecessarily complex.</td>
<td>4.18</td>
</tr>
<tr>
<td>I thought the system was easy to use.</td>
<td>1.73</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to be able to use this system.</td>
<td>4.18</td>
</tr>
<tr>
<td>I found the various functions in the system were well integrated.</td>
<td>1.90</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in this system.</td>
<td>3.73</td>
</tr>
<tr>
<td>I would imagine that most people would learn to use this system very quickly.</td>
<td>1.45</td>
</tr>
<tr>
<td>I found the system very cumbersome to use.</td>
<td>3.63</td>
</tr>
<tr>
<td>I felt very confident using the system.</td>
<td>1.73</td>
</tr>
<tr>
<td>The system is accurate.</td>
<td>1.82</td>
</tr>
<tr>
<td>The system is unreliable.</td>
<td>3.90</td>
</tr>
<tr>
<td>The interaction with the system is unpredictable.</td>
<td>2.73</td>
</tr>
<tr>
<td>The system didn’t always do what I expected.</td>
<td>2.73</td>
</tr>
<tr>
<td>The system is dependable.</td>
<td>2.09</td>
</tr>
<tr>
<td>The system makes few errors.</td>
<td>3.27</td>
</tr>
</tbody>
</table>
The interaction with the system is consistent. | 2.09
The interaction with the system is efficient. | 2.67

*Mean score on 5 point Likert scale reported, (1 = strongly agree; 2 = agree; 3 = neither agree nor disagree; 4 = disagree; 5 = strongly disagree)*

Table 7. Self-efficacy to disclose HIV status before and after using Tough Talks VR program, Phase 3 pilot study (n=11)

<table>
<thead>
<tr>
<th>I can disclose my HIV status before having sex, even to...</th>
<th>Mean Pre-test Score [SD]</th>
<th>Mean Post-test Score [SD]</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A really hot new sex partner.</td>
<td>2.27 [1.35]</td>
<td>2.91 [1.45]</td>
<td>0.30</td>
</tr>
<tr>
<td>A really hot new sex partner who I think might be HIV negative.</td>
<td>2.45 [1.44]</td>
<td>2.36 [1.29]</td>
<td>0.88</td>
</tr>
<tr>
<td>A new sex partner when I’m really depressed or upset.</td>
<td>2.55 [1.37]</td>
<td>2.73 [1.10]</td>
<td>0.74</td>
</tr>
<tr>
<td>A partner who did not know I was positive the first time we had sex.</td>
<td>2.91 [1.64]</td>
<td>2.73 [1.35]</td>
<td>0.78</td>
</tr>
<tr>
<td>A sex partner who has not told me his HIV status.</td>
<td>2.09 [1.14]</td>
<td>2.18 [1.17]</td>
<td>0.85</td>
</tr>
<tr>
<td>A partner who may not want to have sex with me if they knew I was HIV positive.</td>
<td>2.82 [1.33]</td>
<td>2.82 [1.25]</td>
<td>1.00</td>
</tr>
</tbody>
</table>

*Mean score on 5-point Likert scale reported, 1=Definitely could disclose; 2 = Probably could disclose; 3 = Neither sure nor unsure; 4 = Probably could not disclose; 5=Definitely could not disclose*

Discussion

While disclosure offers the possibility of individual and public health benefits for HIV care and prevention (O’Connell et al., 2015; Stirratt et al., 2006), YMSM experience HIV status disclosure as a complex personal and social process with implications for fear of exposure and persistent HIV stigma within and outside of the gay community (J. Bird et al., 2017; J. D. Bird & Voisin, 2013). Our work with YMSM in developing the Tough Talks program confirmed these known disclosure barriers but also identified expressed need and enthusiasm for a program that could support youth in thinking through disclosure decisions and developing communication skills and disclosure self-efficacy. This approach to supporting HIV status disclosure acknowledges the fraught nature of disclosure decisions while also adopting an empowerment lens that prioritizes the agency of individual YMSM. A similar strategy could be applied to other topics that impact health and wellbeing - from discussing one’s sexual or gender identity, to training doctors to improve delivery of difficult diagnoses and help patients talk with their families about a variety of medical conditions.

Through the development of the Tough Talks VR prototype, we were able to demonstrate proof of concept that AI driven scenarios are both feasible and acceptable for YMSM to practice HIV status disclosure with sex partners. It is not surprising that we did not see changes in disclosure self-efficacy given the limited ability for participants to practice within the VR scenarios as well as our small sample size. Future developments within the program will continue to build on the theoretical foundations of SCT to include additional knowledge.
content, behavioral modeling, skills-building exercises to increase disclosure self-efficacy, and self-reflection activities along with the practice disclosure dialogues. We will also include skills-building modules on critical assessments of disclosure scenarios, as not all disclosure contexts may be safe or desirable for direct disclosure.

The development of the Tough Talks program highlights the importance of end-user engagement in eHealth intervention development (Dumas & Redish, 1999; Noar, Benac, & Harris, 2007; usability.gov, 2017). We involved YMSM and solicited feedback at every phase in development through focus groups, one-on-one usability, and pilot-testing sessions. YMSM informed the content and features of the program, reflected on their own disclosure experiences, and provided insight into how they experienced the intervention. We iteratively analyzed their feedback, made changes to the program, and continued testing it to reach acceptability and feasibility. This process was particularly important for developing functional, realistic VR, AI and NLP components as the program needed to simulate a disclosure experience that was believable and engaging for participants as well as be able to recognize and appropriately respond to participants’ natural styles of communication. Based on participant feedback, the next version of Tough Talks will include expanded program ability via more virtual character options, disclosure settings, and disclosure scenarios. We will also further develop the coach feature of the program to give it the capacity to guide the user through a disclosure experience.

Disclosure dialogues can be quite nuanced; creating a virtual character that understood what participants typed and responded appropriately within the complexity of these dialogues was challenging. There were three main challenges for the Tough Talks AI system. First, there was a small amount of training data available. AI systems built with the NPCEditor (the system used to create realistic automated dialogue interactions) require adequate training data from the target population to compute effective translation and language models (Leuski & Traum, 2008, 2010, 2011). Results from Phase 2 testing show that the amount of data we collected (94 dialogues from 32 participants, containing about one thousand participant utterances) was not sufficient to achieve adequate system performance across all dialogue phases and disclosure scenarios. Second, the mixed-initiative nature of disclosure dialogues, including both virtual character reactions to the participant and virtual character initiations of conversation topics, is different from the typical participant-driven scenarios at which the NPCEditor classifier excels (Leuski & Traum, 2010). Specifically, in Tough Talks disclosure dialogues, it is often necessary for the virtual character to move beyond simple responses to a participant and take initiative in the conversation using questions and unprompted statements. Finally, complex conversation policies were needed for different phases of disclosure dialogues and different disclosure scenarios. While the NLP component steadily improved through the usability testing phase, further data collection, analysis, and system development is needed to create a fully automated AI system that can reliably cope with a wider range of participants’ experiences and conversational styles, particularly for the sympathetic and negative scenarios. This finding is relevant for the broader field in terms of considering the function and feasibility of using automated AI systems for other HIV disclosure scenarios (e.g., to family members, friends, or providers) as well as other health or education settings. Dialogue topics and tasks that are more complex, have a larger number of possible outcomes, and require more initiative on the part of the AI will require significantly larger amounts of training data to ensure robust, productive conversations.
The wizard-driven version of the Tough Talks program was intended as a stepping stone in the iterative development cycle toward a fully automated, interactive system. However, given the complexity of some disclosure dialogues and how well-received the program was by participants, this version of the program could be meritorious as an intervention on its own. While it would not have the one-to-many power of a fully automated system since it would need a human operator, the VR experience would still offer advantages over didactic instruction and standard in-person role play. Namely, the sensory-rich immersive environments of VR (virtual characters, visual ambience, directional audio, culturally specific content) provide a realistic alternative for YMSM for in vivo rehearsal and performance of HIV disclosure behaviors in a controlled environment where new challenges can be gradually introduced. Further, VR environments provide a standardized setting that can be controlled and replicated to deliver an intervention in a systematic manner. As emotional release/catharsis have been identified as one core reason for disclosure (Serovich & Mosack, 2003), it is also worth exploring whether the program could offer a therapeutic benefit to the end user regardless of whether or not they go on to disclose in the real world. This effect could serve as an end in itself or function as a stepping stone toward future consideration of disclosure - a feature that may be particularly relevant for YMSM who are not yet or not currently sexually active (Thoth et al., 2014).
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Technical Appendix A

Virtual Character Development

Developing the virtual characters for the Tough Talks project was an involved and intricate process that used multiple specialized programs. Once character designs were approved after feedback from the focus groups, an artist built the base character model in Autodesk Maya (Autodesk, Inc., San Rafael, CA) standing in a neutral pose. The character model was then loaded into Autodesk Mudbox (Autodesk, Inc., San Rafael, CA), where artists sculpted in finer details such as creases and wrinkles on the face or clothing, skin pores, as well as painted the character’s clothing and skin textures. Adding these details in Mudbox adds millions of polygons, far beyond what a game engine can handle in real-time, but the fine details can be converted into texture data. The final result of this process is that the low-resolution, game-ready model (12,000 polygons) is visually indistinguishable from what was developed in Mudbox (>2,000,000 polygons). The character model was then put back into Maya for rigging, where the artist built the functional skeleton for the character. The process was similar to stringing up a puppet: points of articulation were defined and a determination made
for the way each joint could move. This included building a control rig for the face so expressions and lip sync could be animated.

With the character assets ready for animation, the dialog utterances from the approved database were recorded. The audio was then cleaned (to remove ambient noise and random clicks and pops in the voice actor’s speech), and the individual utterances separated for animation. Animating the lips for speech is typically a very slow and arduous process, involving the use of a middleware program called FaceFX (OC3 Entertainment, Ocean Grove, NJ) which analyzes the audio file and animates the lips dynamically. FaceFX has been widely employed in the gaming industry due to its high-quality results and reliable integration with animation software and game engines; for Tough Talks this saved weeks of development time. While lip movement is automated, body animation is done manually for each line of dialog so that the visual performance matches the vocal utterances. Once the animation for 126 individual lines of dialog (virtual character utterance database) was completed, the virtual character was exported to Unity (Unity Technologies, San Francisco, CA) to be placed in the environment. As the participant player and camera are stationary, to load in the full 3D environments would have been inefficient. Instead, still images of the scenes (bar and park) were utilized through placement behind the virtual character, much like a billboard.

Natural Language Processing/AI System Development
The main task of the AI system was to choose the virtual character utterances for the fully automated system. A subordinate function was added to make suggestions for a semi-automated system, in which a clinician wizard could choose to use these suggestions or chose something else. The goal of the system was not to fully replicate the performance of clinician wizards, but to make the dialogues realistic enough to allow the participants to have a constructive experience in practicing disclosure, without requiring the active participation of a clinician in the interaction.

The system used to implement this functionality was the NPCEditor (Leuski & Traum, 2011). This system is part of the virtual human toolkit (Hartholt et al., 2013), and has been previously used to create several very successful dialogue interactions (Artstein et al., 2008; Robinson, Traum, Ittycheriah, & Henderer, 2008; Traum et al., 2012; Traum et al., 2015). The NPCEditor uses a cross-language relevance model to choose a response utterance, given an input utterance, and a set of training data from that domain that indicates some good inputs and responses. The approach creates a translation model from input words to a language model for outputs, which can be compared to the available outputs (Leuski & Traum, 2008). Another component is a dialogue manager, that uses programmed rules that can operate on recognized new input features as well as stored prior dialogue context to decide how to deploy the classifier (e.g. which domain or data set to apply when, and what to do if there is no utterance above the threshold, or if the best answer has already been said recently).

Several adaptations were made for the NPCEditor AI system to communicate with the Tough Talks front-end program, including triggering virtual character behavior. A web-based communication protocol was set up, such that clinicians in several locations could easily access the most up-to-date version of the system. The system also logged all inputs and outputs for later analysis.
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